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1 Background
Segmentating cell masks from high-dimensional imaging data is required for downstream single-cell 
analysis. Current strategies include supervised machine learning pipelines that are however time-
consuming  and  resource-intensive.  Alternatively,  deep  learning  models  for  automation  of  cell 
segmentation are being developed, such as Mesmer[1] used in DeepCell, and Cellpose[2]. However, 
the training data used for these models  does not include a significant amount of liver cells. We thus 
set out to understand if the deep learning based models can reliably identify liver parenchymal and 
immune cell types in imaging mass cytometry data. We further set out to compare the performance to 
supervised  machine  learning-based  segmentation  and  train  a  custom  model  using  Cellpose  for 
improved liver tissue cell segmentation.

2 Methods
We used 3 datasets from imaging mass cytometry experiments analyzing liver tissue from diseased 
(infection, cancer, autoimmune) tissue states (n=282) and the supervised machine learning – based 
segmentation masks. We performed a 80/20 Training-Test-Split and trained both a model based on 
the TN2-Model provided by Cellpose and a new model that also included the segmentation data. We 
then compared the performance of our new model against the Test split. We also compared Models 
trained on only one liver-segmented dataset against the ground-truth  on others to exclude over-
fitting

3 Results
We found that our model based on TN2 and additional liver-specific training masks outperforms the 
standard TN2 and Mesmer Model using standard segmentation quality metrics. We also investigated 
whether the Single-Cell-Data quality downstream is improved  (e.g. less overlap between T- and B-
Cells resulting in cleaner clusters).



4 Conclusions
Training a custom model for tissue types which were not included in the datasets used for training 
existing networks improves segmentation quality and allows improved automation of tissue-specific 
segmentation.
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